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Background

Let us denote F C R the set of normal floating-point numbers and fl(x) = %.
e For x,y € F and op € {+, —,*,/}
(xopy) = (xopy)(1+4), |4 < u.

o IEEE-754 mode RN (round to nearest, ties to even) has the stronger property that
6] < 38'7F = Fu.

o e(x) = B = [x] — |x] and 6(x) = 2k

0(x)e(x)
[x] X [x]

Figure: 6(x) is the fraction of £(x) to be rounded away.
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SR-nearness and mean independence

0(x)
1—6(x)
L/_\A J
[x] x [x]
—
0(x)e(x)

Figure: SR_nearness.

o E(X) =0(x)[x]+ (1 —06(x))|x] = x.
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SR-nearness and mean independence

0(x)
1—6(x)
N ‘
[x] X [x]
0(x)(x)

Figure: SR_nearness.

E(%) = 0(x)[x] + (1 —0(x))[x] = x.
@ For x1,x2,x3 € R, such that ¢ = x; op x2 op x3, and

= ((x10px2)(1 + 61) opx3)(1 + 62),

obtained from SR-nearness. 41,8, are random variables such that E(d1) = E(d2) = 0.
@ Mean independence: Xi, Xp, ... are mean independent if E[X /X1, ..., Xk_1] = E(Xx) for all k.

e X and Y are independents = X is mean independent from ¥ = X and Y are
uncorrelated.

Lemma 1 (M. P. CONNOLLY, N. J. HIGHAM, AND T. MARY).

For some 01, 92, ..., in that order obtained from SR-nearness, the . are random variables with
mean zero such that E[0x /61, ...,0k—1] = E(dx) = 0.
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The variance of the error for stochastic rounding

Assume that 61, 02, ... in that order are random errors on elementary operations obtained from
SR-nearness. ¢; = HZ:j(l + 0k ). For i < j we have

j—1 o j—1
o= [Ja+s0] [+ =] +606
= k=j k=i

Let K a subset of N of cardinal n and ¢k = erK(l + dx). Since |6x| < u for all k € K we have
K| < (1+u)™
Throughout this presentation, let y,(u) = (1 + u)" — 1 and KAK' = (KUK')\ (KN K').

Lemma 2

Under SR-nearness i satisfies
O E(yk)=1.
@ Let K’ C N such that |K N K'| = m, under the assumption that
Vjie KAK' ke KNK',j < k we have
0 < Cov(yhk, Yxr) < Ym(u?).

0 V(yk) < 'Yn(” )2
where yn(u?) = (1 + u?)" — 1 = nu? + O(u3).
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Inner Product

For a, b € R" such that y = a' b, let s; = s;_1 + a;b;. The computed s; satisfy 5 = aib1(1+61)
and

Si = (sim1 + aibi(1 + 8p-1))) (1 + 62i-1), 82—y, [62i—1] < w,
for all 2 < i < n. We thus have

n

V=Sn= aibi(l+ 8y )H(Hazk 1)

i=1

Theorem 3

Under SR-nearness, the computed y satisfies E (y\) =y and
V() < y*Kivn(e?),

n
Zz:1 |aibi]

where K1 = E—‘ is the condition number for the computed y = 5 771 ajb; using the
__, aibj =
i=1

1-norm and 'y,,(u2: =(1+u?)"—1=nu?+ O(u?).
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Horner Algorithm

Let P(x) = 27:0 a;x’, Horner rule consists in writing this polynomial as

P(x) = (((anx + an—1)x + an—2)x... + a1)x + ao-

Under SR-nearness

P(x) Z aix' H (14 6k).

k=2(n—i)

Theorem 4

Using SR-nearness, the computed /,‘S(X) satisfies E(/,B(x)) = P(x) and
V(P(x)) < P(x)2condy (P, x)*72n(u?),

n .

E Jlaix| ", i

where cond; (P, x) ‘Z 7 is the condition number for the computed P(x) = E ".771 ajx’
ajx =

using the 1-norm.
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Forward error bound

Definition 1 (Martingale).

A sequence of random variables My, ..., M, is a martingale with respect to the sequence Xi, ..., Xn
if, for all k,

e My is a function of Xi, ..., Xk,
o E(|Mk|) < oo, and
] ]E[,W;(/Xl7 ..A,Xk_l] = Mk—l-

Definition 2 (Azuma-Hoeffding inequality).

Let My, ..., M, be a martingale with respect to a sequence Xi, ..., X,. We assume that
—bkng—Mk_lgbk fork=1:n

P | |M,— M| >

Z B21/2In(2/A) | <A,
k=1

where 0 < A < 1.
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How form the martingale?

Inner product
~ n R
Y = 2 2ibi(L+ 01 [Ti_ (1 + 621)

pd \
E:’olrs accumulated in the Partial sums of the problem
whole p_rocess (at sl a,-b,-)" llse C. F. Ipsen and Hua Zhou
Nl e Ma.t:y,. o "Probabilistic Error Analysis for
new approach to probabilistic | Products."
rounding error analysis" IS OOUCES
I !
My = (14 63—1)) [ [;_;(1 + 62k—1) M, =Yy
Probabilistic bound proportional to Probabilistic bound proportional to
uvnlnn at any fixed probability. u+/n at any fixed probability.
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Horner algorithm bound

Let P(x) = Zf:o ajx’, Horner method consists in writing this polynomial as

P(x) = (((anx + an—1)x + an—2)x... + a1)x + ao.

Theorem 5.
Under SR-nearness,

o The deterministic bound

P(x) — P(x)]
|P(x)|

. )
Z' x|

where cond; (P, x) = =T

< condi (P, x)y2n(u),

X)‘X is the condition number of the polynomial evaluation and
Yon(u) = (1 4+ 1)?" — 1 = 2nu + O(u?).
@ For all 0 < A < 1 and with probability at least 1 — X\

% < condy (P, x)\/ uyan(u)r/In(2/X),

where \/ uvan(u) = 2+/nu.
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Chebyshev Method

Let X be a random variable with finite expected value and finite non-zero variance. For any real
number o« > 0,

P(IX — E(X)| < ay/V(X)) > 1 - %

Inner product: Horner algorithm:
ly -yl > [P(x) — P(¥)| STV
o < Kin/vn(u?)/2, W < condi (P, x)\/van(u?)/A,
with probability at least 1 — A. with probability at least 1 — A.

Both are proportional to v/nu.
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Chebyshev vs Azuma-Hoeffding

1-1=09

107y — AH bound

BC bound
10!
100
1071
1072
107

,/../.
. /
10° 10° 10 10°

Figure: AH bound vs BC bound with probability 0.9 and u = 2723 for the inner product.

Probability u Precision format nz
1—-X=0.99 2-7 bfloat16 220
2= fpl6 1810

2=23 fp32 1.48e07

2—°2 fp64 7.9e15

Figure: The smallest n such that BC method gives a tighter probabilistic bound than AH method for the inner
product.
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Numerical experim

1-A=0.9
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Figure: Probabilistic bounds with probability 1 — A = 0.9 vs deterministic bound of the computed forward errors
of the inner product with u = 272 using verificarlo where a, b € [0; 1].

Stochastic Rounding Variance and Probabi unds: A New Approach



Conclusion and Future Works

Contributions

@ Lemma allows to give a variance bound for large family of algorithms.

o An extension of the AH method to the Horner algorithm.
o A tight probabilistic bound in O(y/nu).

o Evaluate the applicability of SR to complex HPC codes.

@ Show the advantage of SR in complex algorithms.
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Thank You For Your Attention.
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Variance algorithms

Algorithms two-pass text-book

Deterministic
bound nu+ Kin?u? + 2K2n?u? nu(K2 + 2K?)

Vnu 4+ Kinu? + 2K12nu2
Probabilistic bound ++/nu? Vnu(K2 + K2)

Figure: Forward error bounds.

o text-book: y = 27:1 x2 — %(Z:’zl xi)?.
o two-pass: y = Zle(x,- —x)2.

o k=Ll ko = X with Kk < K.
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1-\lambda$ = 0.9
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Figure: Probabilistic bounds with grobability 1 — X = 0.9 vs deterministic bound of the computed forward errors
of the inner product with u = 272 using verificarlo where a, b € [1;2].
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Chebyshev vs Azuma-Hoeffding
We focus on the inner product bounds.
AH =K1/ 572n(u)/2In(2/X) and BC=K1+/7vn(u2)4/1/X. Firstly,
Vn(u?) < 4/ 5’72n(u) for all n > 1.

let us compare /1/X and 4/2In(2/X) for A €]0; 1],

— V221 =2)
+ VI(1-A)
0
4x10 +
3x10° +
.
s
2x10°

+
s+t
+
4+

++++++

0.0 0.2 0.4 0.6 0.8 1.0

Figure: Illustration of 4 /1/X and 4/2In(2/X) behaviour for all XA €]0; 1[.
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Numerical experiments: Horner algorithm

Chebyshev polynomial P(x) = Ty(x) = Z}io aj(x?)". For each value of x, we perform the
computation 30 times and plot all samples as well as the forward error of the average of the 30

SR instances.
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Horner algorithm
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Figure: Forward errors/cond(P,x) of Horner rule for Chebyshev polynomial Ty(24/26). For each value of N, the
computation is performed 30 times and all samples of SR-nearness are plotted.
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Horner algorithm
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Figure: Forward errors/cond(P,x) of Horner rule for Chebyshev polynomial Ty(24/26). For each value of N, the
computation is performed 30 times and all samples of SR-nearness are plotted.

El-Mehdi EL ARAR Stochastic Rounding Variance and Probabi



verificarlo backends
original IEEE MCA quad MCA integer

Kahan binary32  1.34s  2.36s (x1.7) 6.28s (x4.7) 7.76s (x5.8)
Kahan binary64  1.34s  2.34s (x1.7)  105s (x78) 64s (x48)
NAS CG A 0.80s  6.41s (x8)  173s (x216)  128s (x160)

Table 6.2: Execution time (and slowdown) for a Kahan sum of 100 millions
elements and for the NAS CG A using different verificarlo backends.
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Forward error deterministic bound

o Inner product: y = a' b, where a, b € R”

=y« k.
|

e
where K = @ is the condition number and v, = (1 + u)" — 1 = nu + O(u?).
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Forward error deterministic bound

o Inner product: y = a' b, where a, b € R”

=y« k.
|

" Jaiby|
where K = Z’:%‘a is the condition number and v, = (1 + u)" — 1 = nu + O(u?).

{

. y

| e N

|% — x| SR-nearness = x = E(X) then |%— E(X)|.

Concentration inequality: Markov's inequality, Chebyshev’s inequality, Azuma—Hoeffding
inequality...
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