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Background

Let us denote F ⊂ R the set of normal floating-point numbers and fl(x) = x̂ .
For x , y ∈ F and op ∈ {+,−, ∗, /}

̂(x op y) = (x op y)(1 + δ), |δ| ⩽ u.

IEEE-754 mode RN (round to nearest, ties to even) has the stronger property that
|δ| ⩽ 1

2β
1−p = 1

2 u.

ε(x) = βe−p = ⌈x⌉ − ⌊x⌋ and θ(x) = x−⌊x⌋
⌈x⌉−⌊x⌋ .

⌊x⌋ ⌈x⌉x

1
2 ε(x)

θ(x)ε(x)

Figure: θ(x) is the fraction of ε(x) to be rounded away.
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SR-nearness and mean independence

⌊x⌋ ⌈x⌉x

1 − θ(x)
θ(x)

θ(x)ε(x)

Figure: SR_nearness.

E(x̂) = θ(x)⌈x⌉ + (1 − θ(x))⌊x⌋ = x .

For x1, x2, x3 ∈ R, such that c = x1 op x2 op x3, and

ĉ = ((x1 op x2)(1 + δ1) op x3)(1 + δ2),

obtained from SR-nearness. δ1, δ2 are random variables such that E(δ1) = E(δ2) = 0.
Mean independence: X1,X2, ... are mean independent if E[Xk/X1, ...,Xk−1] = E(Xk) for all k.
X and Y are independents =⇒ X is mean independent from Y =⇒ X and Y are
uncorrelated.

Lemma 1 (M. P. CONNOLLY, N. J. HIGHAM, AND T. MARY).

For some δ1, δ2, ..., in that order obtained from SR-nearness, the δk are random variables with
mean zero such that E[δk/δ1, ..., δk−1] = E(δk) = 0.
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The variance of the error for stochastic rounding
Assume that δ1, δ2, ... in that order are random errors on elementary operations obtained from
SR-nearness. ϕj =

∏n
k=j (1 + δk). For i < j we have

ϕi =
j−1∏
k=i

(1 + δk)
n∏

k=j

(1 + δk) =
j−1∏
k=i

(1 + δk)ϕj .

Let K a subset of N of cardinal n and ψK =
∏

k∈K (1 + δk). Since |δk | ⩽ u for all k ∈ K we have

|ψK | ⩽ (1 + u)n.

Throughout this presentation, let γn(u) = (1 + u)n − 1 and K△K ′ = (K ∪ K ′) \ (K ∩ K ′).

Lemma 2.
Under SR-nearness ψK satisfies

1 E(ψK ) = 1.
2 Let K ′ ⊂ N such that |K ∩ K ′| = m, under the assumption that

∀j ∈ K△K ′, k ∈ K ∩ K ′, j < k we have

0 ⩽ Cov(ψK , ψK ′ ) ⩽ γm(u2).

3 V (ψK ) ⩽ γn(u2),
where γn(u2) = (1 + u2)n − 1 = nu2 + O(u3).
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Inner Product

For a, b ∈ Rn such that y = a⊤b, let si = si−1 + ai bi . The computed ŝi satisfy ŝ1 = a1b1(1 + δ1)
and

ŝi = (̂si−1 + ai bi (1 + δ2(i−1)))(1 + δ2i−1), |δ2(i−1)|, |δ2i−1| ⩽ u,

for all 2 ⩽ i ⩽ n. We thus have

ŷ = ŝn =
n∑

i=1

ai bi (1 + δ2(i−1))
n∏

k=i

(1 + δ2k−1).

Theorem 3.

Under SR-nearness, the computed ŷ satisfies E(ŷ) = y and

V (ŷ) ⩽ y2K2
1 γn(u2),

where K1 =
∑n

i=1
|ai bi |

|
∑n

i=1
ai bi |

is the condition number for the computed y =
∑n

i=1 ai bi using the

1-norm and γn(u2) = (1 + u2)n − 1 = nu2 + O(u3).
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Horner Algorithm

Let P(x) =
∑n

i=0 ai x i , Horner rule consists in writing this polynomial as

P(x) = (((anx + an−1)x + an−2)x ...+ a1)x + a0.

Under SR-nearness

P̂(x) =
n∑

i=0

ai x i
2n∏

k=2(n−i)

(1 + δk).

Theorem 4.

Using SR-nearness, the computed P̂(x) satisfies E
(

P̂(x)
)

= P(x) and

V (P̂(x)) ⩽ P(x)2cond1(P, x)2γ2n(u2),

where cond1(P, x) =
∑n

i=1
|ai x i |

|
∑n

i=1
ai x i |

is the condition number for the computed P(x) =
∑n

i=1 ai x i

using the 1-norm.
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Forward error bound

Definition 1 (Martingale).

A sequence of random variables M1, ...,Mn is a martingale with respect to the sequence X1, ...,Xn
if, for all k,

Mk is a function of X1, ...,Xk ,
E(|Mk |) < ∞, and
E[Mk/X1, ...,Xk−1] = Mk−1.

Definition 2 (Azuma-Hoeffding inequality).

Let M0, ...,Mn be a martingale with respect to a sequence X1, ...,Xn. We assume that
−bk ⩽ Mk − Mk−1 ⩽ bk for k = 1 : n

P

|Mn − M0| ⩾

√√√√ n∑
k=1

b2
k

√
2 ln(2/λ)

 ⩽ λ,

where 0 < λ < 1.
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How form the martingale?

Inner product
ŷ =

∑n
i=1 ai bi (1 + δ2(i−1))

∏n
k=i (1 + δ2k−1)

Errors accumulated in the
whole process (at each ai bi )
N. J. Higham and T. Mary, "A
new approach to probabilistic
rounding error analysis"

Mn = (1 + δ2(i−1))
∏n

k=i (1 + δ2k−1)

Probabilistic bound proportional to
u

√
n ln n at any fixed probability.

Partial sums of the problem
Ilse C. F. Ipsen and Hua Zhou,
"Probabilistic Error Analysis for
Inner Products,"

Mn = ŷ

Probabilistic bound proportional to
u

√
n at any fixed probability.
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Horner algorithm bound

Let P(x) =
∑n

i=0 ai x i , Horner method consists in writing this polynomial as

P(x) = (((anx + an−1)x + an−2)x ...+ a1)x + a0.

Theorem 5.
Under SR-nearness,

The deterministic bound

|P̂(x) − P(x)|
|P(x)|

⩽ cond1(P, x)γ2n(u),

where cond1(P, x) =
∑n

i=1
|ai x i |

|P(x)| is the condition number of the polynomial evaluation and
γ2n(u) = (1 + u)2n − 1 = 2nu + O(u2).
For all 0 < λ < 1 and with probability at least 1 − λ

|P̂(x) − P(x)|
|P(x)|

⩽ cond1(P, x)
√

uγ4n(u)
√

ln(2/λ),

where
√

uγ4n(u) ≈ 2
√

nu.
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Chebyshev Method

Lemma 6.

Let X be a random variable with finite expected value and finite non-zero variance. For any real
number α > 0,

P
(

|X − E(X)| ⩽ α
√

V (X)
)
⩾ 1 −

1
α2 .

Inner product:

|̂y − y |
|y |

⩽ K1
√
γn(u2)/λ,

with probability at least 1 − λ.

Horner algorithm:

|P̂(x) − P(x)|
|P(x)|

⩽ cond1(P, x)
√
γ2n(u2)/λ,

with probability at least 1 − λ.

Both are proportional to
√

nu.
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Chebyshev vs Azuma-Hoeffding

105 106 107 108

n

10 4

10 3

10 2

10 1

100

101

102

1 = 0.9
AH bound
BC bound

Figure: AH bound vs BC bound with probability 0.9 and u = 2−23 for the inner product.

Probability u Precision format n ≳

1 − λ = 0.99 2−7 bfloat16 220
2−10 fp16 1810
2−23 fp32 1.48e07
2−52 fp64 7.9e15

Figure: The smallest n such that BC method gives a tighter probabilistic bound than AH method for the inner
product.
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Numerical experiment: Inner product
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RN-binary32
SR-average

1  = 0.9 

Figure: Probabilistic bounds with probability 1 − λ = 0.9 vs deterministic bound of the computed forward errors
of the inner product with u = 2−23 using verificarlo where a, b ∈ [0; 1].
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Conclusion and Future Works

Contributions
Lemma allows to give a variance bound for large family of algorithms.
An extension of the AH method to the Horner algorithm.
A tight probabilistic bound in O(

√
nu).

Future works
Evaluate the applicability of SR to complex HPC codes.
Show the advantage of SR in complex algorithms.
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Thank You For Your Attention.
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Variance algorithms

Algorithms two-pass text-book

Deterministic
bound nu + K1n2u2 + 2K2

1 n2u2 nu(K2
2 + 2K2

1 )

Probabilistic bound

√
nu + K1nu2 + 2K2

1 nu2

+
√

nu2 √
nu(K2

2 + K2
1 )

Figure: Forward error bounds.

Remark 1.

text-book: y =
∑n

i=1 x2
i − 1

n (
∑n

i=1 xi )2.

two-pass: y =
∑n

i=1(xi − ¯x)2.

K1 = ∥x∥1√ny , K2 = ∥x∥2√y with K1 ⩽ K2.
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Figure: Probabilistic bounds with probability 1 − λ = 0.9 vs deterministic bound of the computed forward errors
of the inner product with u = 2−23 using verificarlo where a, b ∈ [1; 2].
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Chebyshev vs Azuma-Hoeffding
We focus on the inner product bounds.
AH =K1

√
u
2 γ2n(u)

√
2 ln(2/λ) and BC=K1

√
γn(u2)

√
1/λ. Firstly,√

γn(u2) ⩽
√u

2
γ2n(u) for all n ⩾ 1.

let us compare
√

1/λ and
√

2 ln(2/λ) for λ ∈]0; 1[,

0.0 0.2 0.4 0.6 0.8 1.0
1

100

2 × 100

3 × 100

4 × 100

f(
)

2ln(2/(1 ))
1/(1 )

Figure: Illustration of
√

1/λ and
√

2 ln(2/λ) behaviour for all λ ∈]0; 1[.
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Numerical experiments: Horner algorithm
Chebyshev polynomial P(x) = T20(x) =

∑10
i=0 ai (x2)i . For each value of x , we perform the

computation 30 times and plot all samples as well as the forward error of the average of the 30
SR instances.
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Horner algorithm
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Figure: Forward errors/cond(P,x) of Horner rule for Chebyshev polynomial TN (24/26). For each value of N, the
computation is performed 30 times and all samples of SR-nearness are plotted.
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Figure: Forward errors/cond(P,x) of Horner rule for Chebyshev polynomial TN (24/26). For each value of N, the
computation is performed 30 times and all samples of SR-nearness are plotted.
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Forward error deterministic bound

Inner product: y = a⊤b, where a, b ∈ Rn

|̂y − y |
|y |

⩽ Kγn,

where K =
∑n

i=1
|ai bi |

|
∑n

i=1
ai bi |

is the condition number and γn = (1 + u)n − 1 = nu + O(u2).

|x̂ − x | SR-nearness =⇒ x = E(x̂) then |x̂ − E(x̂)|.

Concentration inequality: Markov’s inequality, Chebyshev’s inequality, Azuma–Hoeffding
inequality...
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