
PATMOS

7 JUILLET 2015 |  PAGE 1

 Monte Carlo method
 MPI/OpenMP parallelisation
 80% CPU time in a single hot spot (SIGMA1 kernel)
 Strong interest in hybrid architectures
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● past studies for the optimisation of precision for SIGMA1
– E. Brun et al., "A Study of the Effects and Benefits of Custom-Precision 

Mathematical Libraries for HPC Codes," in IEEE Transactions on Emerging 
Topics in Computing 9 (2021) 1467-1478

● parallel debugging is complicated
– need for reproducibility

– ideally: mono=para

● precision for the whole MC run: I am not even sure how to 
pose the problem, but it would be an interesting question
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MONTE CARLO TRANSPORT ALGORITHM (2)

7 JUILLET 2015 |  PAGE 3

for each batch
   initialize particle state from source  
   for each particle in batch
      while (particle alive)
         find material at particle position
         for each nuclide in material
            load total micro cross-section & atomic density
            accumulate macro cross section
         sample next interaction point
         sample collided nuclide
         for each reaction type in collided nuclide
            load partial micro cross-section
         sample reaction
         update particle state (direction, energy, alive…)
       end
   end
end    

Binary search on 
pre-tabulated XS

On-the-fly Doppler 
broadening of XS

Two approaches:
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MONTE CARLO TRANSPORT ALGORITHM (3)

Binary search on pre-tabulated XS

Alternatives: unified grid, hash tables, …



MONTE CARLO TRANSPORT ALGORITHM (4)
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On-the-fly Doppler broadening

Réunion PATMOS EDF 
Alternatives: multipoles (OpenMC, thesis : Y. Wang and T. Freiman), TMS (Serpent) 
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